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Are these datasets really IID? 

 Members and non-members of post-hoc MIA 
datasets can be reliably distinguished by 
simple blind attacks

 Current evaluations of MI attacks for 
foundation models cannot be trusted

 Datasets with IID train-test split like The Pile 
and DataComp should be used for MIA 
Evaluation
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